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#### Abstract

We investigate connections between association chains of idempotents and bounded generation of $\mathrm{SL}_{2}$ by elementary matrices. This enables us to identify many classes of matrix rings that have universal bounds on the length of association chains. In particular, many matrix rings have the property that every regular element is special clean. We also improve the usual criterion for checking perspectivity via association chains.


## 1. Introduction

Relations between idempotents in the endomorphism ring of a module are known to provide useful information on the direct summands of the module. For instance, as pointed out by T. Y. Lam in [16, Section 8], a module $M$ has internal cancellation if and only if isomorphic idempotents in $R=\operatorname{End}(M)$ have isomorphic complements; equivalently, by (21.16) in [15], isomorphic idempotents in $R$ are conjugate in $R$. For more on modules with internal cancellation, see [9].

Besides isomorphy and conjugacy, a third important relation between idempotents has emerged in the context of rings and modules, that of association. Idempotents $e, f$ in a ring $R$ are left associate if they generate the same left ideal $R e=R f$. One dually defines right association, and, as the two relations do not commute in general, the relation they jointly generate is described in terms of chains of alternating left and right associate idempotents.

These association chains in rings were first studied by Diesl, Dittmer, and the third author in connection with perspectivity of summands of a module; see [4]. (In regular semigroups these association chains were studied much earlier, under the name of $E$-chains, in [21].) It was shown that isomorphic summands of a module are always perspective (i.e., they share a common direct sum complement) if and only if isomorphic idempotents in the endomorphism ring are connected by two association chains of length 3, one starting with a left association, and the other with a right association (see Proposition 2.1(3)). In this paper, we show that one of the two chains suffices - the other comes for free; see Theorem 3.8 and Corollary 3.9.

It is now known that association chains are connected to many more diverse concepts such as Bass's stable range one condition, quasi-continuous modules, special clean elements, strongly IC rings, and numerous generalizations of perspectivity; see, for instance, [11, 12, 18]. In this paper, we find some rather interesting connections between association chains and the bounded generation of $\mathrm{SL}_{2}$ by elementary matrices. For instance, if $S$ is Dedekind-finite (i.e., all one-sided units are two-sided) and the nontrivial idempotents of $R=\mathbb{M}_{2}(S)$ are isomorphic to $\left(\begin{array}{cc}1 & 0 \\ 0 & 0\end{array}\right)$, then all isomorphic idempotents in $R$ are connected by an association chain of bounded length if and only if $\mathrm{SL}_{2}(S)$ has bounded generation by elementary matrices;

[^0]see Theorem 3.2. Quite surprisingly, we prove that for large classes of rings, association chains have a bounded length of 4 , which is just past where perspectivity holds.

In regards to bounded generation of $\mathrm{SL}_{2}$, we should mention that it has been known for quite some time that, under the generalized Riemann hypothesis (GRH), if $S$ is a (certain type of) localization of a ring of integers of a number field, and the unit group $\mathrm{U}(S)$ is infinite, then $\mathrm{SL}_{2}(S)$ has bounded generation [2, Corollary 2.3]. Recently the GRH assumption was removed, and a uniform bound (independent of the number field) on the number of elementary matrices was given [20, Theorem 1.1]; that bound is 9 .

An outline of the paper follows. In Section 2, we introduce basic properties about idempotents, we explain notations related to association chains, and we mention some standard results about these chains that have appeared in the literature. In Section 3, we begin our investigation into the connections between association chains, elementary matrices, and division chains. Given any idempotent $e \in \operatorname{idem}(R)$, the Peirce decomposition with respect to $e$ provides a way to view $R$ as a matrix ring. In turn, this allows us to characterize association chains in terms of products of elementary transition matrices in a corresponding Peirce decomposition; see Theorem 3.1. Consequently, using well known equivalences between products of elementary matrices and division chains, we show in Theorem 3.2 that a bound on the termination lengths of division chains is equivalent to a (slightly longer) bound on the lengths of association chains. Numerous consequences follow.

An important open problem is to minimize the lengths of these chains. We end Section 3 with a discussion of how further improvements can be made by converting left association chains to right association chains, and vice versa. It was recently shown that such conversions always occur for association chains of length 2, and in Theorem 3.8 we show that such conversions also occur for chains of length 3. This simplifies a standard criterion for perspectivity; see Corollary 3.9.

We end the paper in Section 4, by translating the previous work from Peirce decompositions to full matrix rings. Our main result there, Theorem 4.3, shows that if a ring $S$ has bounded stable range, and if $S$ is a projective-free ring (e.g., $S$ is a commutative PID), then association chains for idempotents in $\mathbb{M}_{m}(S)$ have length bounded by 4 , as long as $m$ is sufficiently large. An explicit bound in terms of the stable range is obtained.

## 2. Basic properties of association chains

We assume that the reader is familiar with those basic facts about idempotents in rings that can be found in Section 21 of [14], and so we will quickly review the information we will find most useful.

Given a ring $R$, we let idem $(R)$ denote the set of idempotents in $R$. Given $e, f \in \operatorname{idem}(R)$, we write $e \cong f$ when $e$ and $f$ are isomorphic in $R$, which means that $e R \cong f R$ as right $R$-modules (or, equivalently, that $R e \cong R f$ as left $R$-modules). It is well known that an isomorphism $e \cong f$ is equivalent to the existence of elements $a, b \in R$ satisfying the four equalities $a b=e, b a=f, a b a=a$, and $b a b=b$. The latter two equalities express the fact that $a$ and $b$ are a pair of reflexive inverses.

We say that $e, f \in \operatorname{idem}(R)$ are conjugate in $R$ when there exists a unit $u \in \mathrm{U}(R)$ such that $f=u^{-1}$ eu. (The ring in which an isomorphy or conjugacy is taking place will always be clear from context.) As mentioned previously, it is well known that $e$ and $f$ are conjugate exactly when they are isomorphic and their complement idempotents $1-e$ and $1-f$ are isomorphic; see [15, (21.16)].

As mentioned in the introduction, two idempotents $e, f \in \operatorname{idem}(R)$ are left associate if $R e=R f$, and we write $e \sim_{\ell} f$ in this case; right association is denoted by $e \sim_{r} f$. Left association of idempotents is equivalent to the pair of equalities $e f=e$ and $f e=f$, which is purely semigroup-theoretic. In rings, there are a number of other equivalent conditions, as given by (the left-right dual of) [15, (21.4)]; also see [22, Lemma 4.2].

Of particular importance is the fact that $e \sim_{\ell} f$ is equivalent to the existence of some (unique) unit $u \in 1+(1-e) R e \subseteq \mathrm{U}(R)$ such that $f=u e$. Note that $e u^{-1}=e$ for such a unit, and hence $f=u e u^{-1}$ is a conjugate of $e$. Thinking of this another way, the set $(1-e) R e$ parameterizes the left associates of $e$.

Given some $n \in \mathbb{N}$, a left $n$-chain from $e$ to $f$ consists of a sequence of idempotents $e_{0}, e_{1}, \ldots, e_{n} \in \operatorname{idem}(R)$ that are related in the alternating fashion

$$
e=e_{0} \sim_{\ell} e_{1} \sim_{r} e_{2} \sim_{\ell} \cdots e_{n}=f
$$

(The word "left" comes from the fact that the first pair of idempotents $e_{0}$ and $e_{1}$ are left associate.) When $n$ is small, such as $n=2$ or $n=3$, we will write $e \sim_{\ell r} f$, respectively $e \sim_{\ell r \ell} f$, thus suppressing the intermediate idempotents. We define right $n$-chains dually, and we write $e \approx f$ to denote that $e$ and $f$ are connected by some (left or right) association chain. It is easy to see that $\approx$ is an equivalence relation, being the transitive closure of the union of $\sim_{\ell}$ and $\sim_{r}$.

In the ring $\mathbb{M}_{2}(\mathbb{Z})$, any two nontrivial idempotents are connected by an association chain, but the minimal length of such chains becomes unbounded [4, Proposition 6.9]. When pairs of isomorphic idempotents are connected by association chains of small bounded length, the ring exhibits very strong conditions. The following proposition summarizes information found in the literature.

Proposition 2.1. Let $M$ be a right module, and let $R=\operatorname{End}(M)$ be its endomorphism ring. Let $\mathscr{P}(n)$ denote the statement that any two isomorphic idempotents of $R$ are connected by both a left and a right association chain of length $n \in \mathbb{N}$. The following are true:
(1) $\mathscr{P}(1)$ holds if and only if isomorphic idempotents are equal, if and only if isomorphic summands of $M$ are equal.
(2) $\mathscr{P}(2)$ holds if and only if idempotents of $R$ are central modulo the Jacobson radical, if and only if isomorphic summands of $M$ share all their complements.
(3) $\mathscr{P}(3)$ holds if and only if $R$ is a perspective ring, if and only if isomorphic summands of $M$ are perspective.
(4) $\mathscr{P}(4)$ holds if and only if the (von Neumann) regular elements of $R$ are special clean, if and only if isomorphic summands of $M$ have the property that any complement of one summand will be perspective to some complement of the other summand.
Proof. (1) Idempotents are both left and right associate if and only if they are equal, as proved in [4, Lemma 6.2(4)], which yields the first equivalence. The second equivalence follows from the fact that isomorphic summands arise as the images of isomorphic idempotents.
(2) The first equivalence comes from [11, Theorem 3.13]. The second equivalence comes from [11, Theorem 3.13 and Theorem 3.17].
(3) The first equivalence follows from [4, Lemma 6.3] together with the left-right symmetry result [11, Lemma 3.6]. The second equivalence is [5, Corollary 5.2].
(4) The first equivalence comes from [11, Proposition 3.18(1), Theorem 4.1] (again using Lemma 3.6 of that paper for left-right symmetry). The second equivalence follows by modifying [11, Theorem 3.17] from 2 -chains to 4 -chains.

As it will be useful later, we describe a simple consequence of the $\mathscr{P}(n)$ properties.
Lemma 2.2. If $R$ is a ring satisfying $\mathscr{P}(n)$ for some $n \in \mathbb{N}$, then $R$ satisfies internal cancellation, and hence it is Dedekind-finite (i.e., every one-sided unit is two-sided).
Proof. Suppose $e, f \in \operatorname{idem}(R)$ with $e \cong f$. By hypothesis, $e \approx f$, and in particular $e$ and $f$ are conjugate. Internal cancellation follows from [9, (1.4)], and as mentioned on page 204 of that paper, Dedekind-finiteness is a well known and obvious consequence of internal cancellation.

Let $\mathscr{Q}(n)$ denote the statement that any two conjugate idempotents of $R$ are connected by both a left and a right association chain of length $n \in \mathbb{N}$; this is a slight weakening of the $\mathscr{P}(n)$ condition. Surprisingly, the class of rings satisfying $\mathscr{Q}(4)$ is quite extensive, including the endomorphism rings of (arbitrary dimensional) vector spaces, and more generally quasicontinuous modules [11, Proposition 3.18(2) and Theorem 4.11]; note that such rings do not generally satisfy $\mathscr{P}(4)$ since they are generally not Dedekind-finite. In this paper we will describe large classes of rings satisfying the stronger property $\mathscr{P}(4)$. First, we need to connect idempotent chains with Morita contexts.

## 3. Idempotents and Morita contexts

Recall that a Morita context consists of two rings $S$ and $T$, together with two bimodules ${ }_{S} P_{T}$ and ${ }_{T} Q_{S}$, as well as two bilinear maps $P \otimes_{T} Q \rightarrow S$ and $Q \otimes_{S} P \rightarrow T$ that satisfy the appropriate associativity conditions to make

$$
R=\left(\begin{array}{cc}
S & P \\
Q & T
\end{array}\right)
$$

into a ring under the usual matrix addition and multiplication operations. The reader is directed to [13, Section 18C] for additional information on this construction. This matrix ring data can be described globally as follows.

Let $R$ be a ring, and let $e \in \operatorname{idem}(R)$ be any idempotent. This gives rise to the matrix representation, sometimes called the Peirce decomposition with respect to $e$, given by

$$
R^{\prime}=\left(\begin{array}{cc}
e R e & e R(1-e) \\
(1-e) R e & (1-e) R(1-e)
\end{array}\right) .
$$

Taking $S=e R e, T=(1-e) R(1-e), P=e R(1-e)$, and $Q=(1-e) R e$, we may view $R^{\prime}$ as a Morita context. Conversely, every Morita context arises this way. There is an isomorphism $R^{\prime} \rightarrow R$ given by the rule

$$
\left(\begin{array}{cc}
s & p \\
q & t
\end{array}\right) \mapsto s+p+q+t
$$

(See Exercises 18-20 of Section 18 from [13] for further details. These exercises are worked out in [17].) For simplicity, it is standard to identify $R^{\prime}$ with $R$, via this isomorphism. In the remainder of the paper we will also follow this convention.

Given $e \in \operatorname{idem}(R)$, the left associates of $e$ are exactly those idempotents whose Peirce representation (with respect to $e$ ) is of the form $\left(\begin{array}{ll}1 & 0 \\ q & 0\end{array}\right)$ for some $q \in(1-e) R e$. (The 1 in the upper left corner is the identity of $e R e$, which is $e$.) Thus, it is quite easy to recognize left and right associates when working in such contexts.

Isomorphic idempotents also behave well in such contexts. Indeed, take $e, f \in \operatorname{idem}(R)$ with $e \cong f$. We may fix a pair of reflexive inverses $a, b \in R$ with $a b=e$ and $b a=f$. From
the fact that $a b a=a$, we see that $e a=a$. In terms of the Peirce representation (with respect to $e$ ), the matrix $a$ has a zero second row. Similarly, $b a b=b$ implies that $b$ has a zero second column. So we can write

$$
a=\left(\begin{array}{ll}
x & p \\
0 & 0
\end{array}\right), b=\left(\begin{array}{ll}
y & 0 \\
q & 0
\end{array}\right)
$$

with $x, y \in e R e, p \in e R(1-e)$, and $q \in(1-e) R e$. Moreover, $x y+p q=a b=e=1_{e R e}$.
The following criterion, for recognizing when isomorphic idempotents are association chained, has a nice interpretation in the corresponding Peirce decomposition.

Theorem 3.1 (cf. [19, Theorem 2.5]). Let $R$ be a ring, and let $n \in \mathbb{N}$. If $a, b \in R$ are reflexive inverses, then there exists a left $(n+2)$-chain from $f=b a$ to $e=a b$ if and only if there exist $z_{1}, z_{2}, \ldots, z_{n}$ with

$$
z_{i} \in \begin{cases}(1-e) R e & \text { if } i \text { is odd } \\ e R(1-e) & \text { if } i \text { is even }\end{cases}
$$

and ea $\left(1+z_{n}\right)\left(1+z_{n-1}\right) \cdots\left(1+z_{2}\right)\left(1+z_{1}\right) e \in \mathrm{U}(e R e)$.
Proof. We work by induction on $n$. When $n=0$, this is exactly [19, Proposition 2.2], which handles the base case.

Note that the existence of a left $(n+3)$-chain from $f$ to $e$ is equivalent to the existence of some idempotent $g \in \operatorname{idem}(R)$ such that $f$ is connected by a left $(n+2)$-chain to $g$, and $g \sim_{\ell} e$ or $g \sim_{r} e$ (according to whether $n$ is even or odd). Equivalently, there exists some

$$
z_{n+1} \in \begin{cases}(1-e) R e & \text { if } n+1 \text { is odd } \\ e R(1-e) & \text { if } n+1 \text { is even }\end{cases}
$$

such that $f$ is connected by a left $(n+2)$-chain to $g=\left(1+z_{n+1}\right) e\left(1-z_{n+1}\right)$. In other words, after conjugating there is a left $(n+2)$-chain from

$$
\left(1-z_{n+1}\right) f\left(1+z_{n+1}\right)=\left[\left(1-z_{n+1}\right) b\right]\left[a\left(1+z_{n+1}\right)\right]
$$

to $e=\left[a\left(1+z_{n+1}\right)\right]\left[\left(1-z_{n+1}\right) b\right]$. This is equivalent, by applying our inductive hypothesis to the reflexive pair $a^{\prime}=a\left(1+z_{n+1}\right)$ and $b^{\prime}=\left(1-z_{n+1}\right) b$, to the existence of $z_{1}, z_{2}, \ldots, z_{n}$ belonging to $(1-e) R e$ or $e R(1-e)$, according to the parity of the subscripts, with

$$
e a^{\prime}\left(1+z_{n}\right) \cdots\left(1+z_{2}\right)\left(1+z_{1}\right) e=e a\left(1+z_{n+1}\right)\left(1+z_{n}\right) \cdots\left(1+z_{2}\right)\left(1+z_{1}\right) e \in \mathrm{U}(e R e),
$$

as desired.
One can think of the previous theorem, when put in the context of the Peirce decompositions with respect to $e$, as identifying association chains with certain (standard) division chains. To motivate this identification, first recall that given a pair of elements ( $x, d$ ) from a ring $S$, thought of as a "numerator" and "denominator" respectively, then a right division chain consists of a sequence of "remainders" $r_{1}, r_{2}, \ldots \in S$ satisfying the recurrence

$$
\begin{aligned}
x & =d q_{0}+r_{1}, \\
d & =r_{1} q_{1}+r_{2} \\
r_{1} & =r_{2} q_{2}+r_{3}, \\
& \vdots
\end{aligned}
$$

for some (right) "quotients" $q_{0}, q_{1}, \ldots \in S$. (This definition of a right division chain is similar to the definition given in [2, page 483].) Alternatively, we can think of the division chain giving rise to the sequence of pairs

$$
(x, d) \mapsto\left(d, r_{1}\right) \mapsto\left(r_{1}, r_{2}\right) \mapsto \cdots
$$

Equivalently, if we set $x=r_{-1}$ and $d=r_{0}$, then we have the recurrence

$$
\left(r_{n+1}, r_{n}\right)=\left(r_{n}, r_{n-1}\right)\left(\begin{array}{cc}
-q_{n} & 1 \\
1 & 0
\end{array}\right) .
$$

If $r_{n}=0$ for some $n \in \mathbb{N}$, then we say the division chain is terminating; the least such $n$ among all such chains is called the termination length of right division chains for $(x, d)$.

If $(x, d)$ is right unimodular, meaning $x S+d S=S$, and there exists some terminating division chain of termination length $n$, then $r_{n-1}$ is right invertible in $S$, and so we can force $r_{n+2}=1$. Thus, we can identify terminating division chains for unimodular pairs either by exhibiting a zero remainder or a unit remainder. When $S$ is commutative, or even merely Dedekind-finite, such a unit remainder can be forced to occur exactly one step before the termination length of the division chain.

There are two issues with these standard division chains, arising from the form that the matrix $M_{n}=\left(\begin{array}{rr}-q_{n} & 1 \\ 1 & 0\end{array}\right)$ takes. This matrix doesn't make sense in general Morita contexts because, firstly, quotients cannot always be chosen to belong to the upper left entry. A second issue is that the nondiagonal corners of a Morita context might not possess identity elements. Thus, we will next describe (nonstandard) division chains in arbitrary contexts, using "elementary" matrices instead of the $M_{n}$. (Note that $M_{n} M_{n+1}=\left(\begin{array}{cc}1 & -q_{n} \\ 0 & 1\end{array}\right)\left(\begin{array}{cc}1 & 0 \\ -q_{n+1} & 1\end{array}\right)$.)

Assume we have some Morita context

$$
R=\left(\begin{array}{cc}
S & P \\
Q & T
\end{array}\right)
$$

If $x \in S$ and $p \in P$, then an even division chain for the pair $(x, p)$ is of the form

$$
\begin{aligned}
x & =p q_{0}+s_{1}, \\
p & =s_{1} p_{1}+p_{2}, \\
s_{1} & =p_{2} q_{2}+s_{3},
\end{aligned}
$$

for some $p_{1}, p_{2}, \ldots \in P, q_{0}, q_{2}, \ldots \in Q$, and $s_{1}, s_{3}, \ldots \in S$. In terms of pairs from $S \times P$, we have

$$
(x, p) \mapsto\left(s_{1}, p\right) \mapsto\left(s_{1}, p_{2}\right) \mapsto\left(s_{3}, p_{2}\right) \mapsto \cdots .
$$

Setting $p_{0}=p$ and $s_{-1}=x$, this chain is described by the following recurrence using "elementary" matrices:

$$
\left(s_{2 n+1}, p_{2 n}\right)=\left(s_{2 n-1}, p_{2 n}\right)\left(\begin{array}{cc}
1 & 0 \\
-q_{2 n} & 1
\end{array}\right) \text { and }\left(s_{2 n+1}, p_{2 n+2}\right)=\left(s_{2 n+1}, p_{2 n}\right)\left(\begin{array}{cc}
1 & -p_{2 n+1} \\
0 & 1
\end{array}\right) .
$$

Notice that in this more general situation, each step of the division chain alternatively modifies the entry in $S$ or in $P$, and we must keep track of which is which. Also, we suppress calling this a right division chain; all "quotients" occur on the right because of the structure of the Morita context and the fact that our pairs come from $S \times P$.

An odd division chain for the pair $(x, p)$ is of the form

$$
\begin{aligned}
p & =x p_{0}+p_{1}, \\
x & =p_{1} q_{1}+s_{2}, \\
p_{1} & =s_{2} p_{2}+p_{3}, \\
& \vdots
\end{aligned}
$$

for some $p_{0}, p_{1}, \ldots \in P, q_{1}, q_{3}, \ldots \in Q$, and $s_{2}, s_{4}, \ldots \in S$. In terms of pairs from $S \times P$, we have

$$
(x, p) \mapsto\left(x, p_{1}\right) \mapsto\left(s_{2}, p_{1}\right) \mapsto\left(s_{2}, p_{3}\right) \mapsto \cdots .
$$

The reader is invited to similarly describe this chain using elementary matrices.
An even (respectively, odd) division chain is terminating if $p_{k}=0$ for some even (respectively, odd) index $k$. The smallest such index is the ordered termination length.

Given any pair $(x, p) \in S \times P$, we say it is right unimodular if $x S+p Q=S$. For a right unimodular pair over a Dedekind-finite ring, having a zero remainder in $P$ is equivalent to saying that the previous remainder in $S$ is a unit.

We may now rephrase Theorem 3.1. Suppose we have reflexive inverses $a, b \in R$, and put $e=a b$ and $f=b a$, so that $e \cong f$. In the Peirce decomposition with respect to $e$, the matrix $a$ has the form $\left(\begin{array}{cc}x & p \\ 0 & 0\end{array}\right)$ for some right unimodular pair $(x, p)$. To say that $f$ is connected by a left $(n+2)$-chain to $e$ (for some $n \geq 0$ ) means that we can reach a unit remainder in $S$ (after $n$ steps), described (in reverse order) using the elementary matrices

$$
\left(\begin{array}{cc}
1 & 0 \\
z_{1} & 1
\end{array}\right),\left(\begin{array}{cc}
1 & z_{2} \\
0 & 1
\end{array}\right), \ldots
$$

Thus the chain has ordered termination length at most $n+1$. If $S=e R e$ is Dedekind-finite, then, conversely, when $(x, p)$ has a division chain of ordered termination length $n+1$, the (negated) "quotients" take the place of the $z$ 's in Theorem 3.1, showing that $f$ is connected to $e$ by a left $(n+2)$-chain.

Using the notations from the previous paragraph, the Peirce decomposition for $b$ has the form $\left(\begin{array}{ll}y & 0 \\ q & 0\end{array}\right)$ and the pair $(y, q)$ is left unimodular. When $(x, p)$ has a terminating (right) division chain, then $(y, q)$ has a terminating (left) division chain, of ordered termination length at most one different. The ordered termination lengths can be different; indeed, this happens regularly in $\mathbb{M}_{2}(\mathbb{Z})$, for instance this occurs for the pairs $(x, p)=(2,3)$ and $(y, q)=(-1,1)$.

Putting this all together we obtain the following:
Theorem 3.2. Let $n \in \mathbb{N}$, and let $S$ be a Dedekind-finite ring such that every nontrivial idempotent in $R=\mathbb{M}_{2}(S)$ is isomorphic to $\left(\begin{array}{l}1 \\ 0 \\ 0\end{array}\right)$. Every left and every right unimodular pair from $S$ has a division chain of ordered termination length at most $n+1$ if and only if $R$ satisfies $\mathscr{P}(n+2)$.

Corollary 3.3. Let $K$ be a number field, let $X$ be a finite set of valuations on $K$ including the archimedean valuations, and let

$$
\mathscr{O}_{X}=\{x \in K: x=0 \text { or } \nu(x) \geq 0 \text { for all } \nu \notin X\}
$$

be the ring of $X$-integers in $K$. If $\mathscr{O}_{X}$ has infinitely many units, then the ring $R=\mathbb{M}_{2}\left(\mathscr{O}_{X}\right)$ satisfies $\mathscr{P}(9)$, and under a generalized Riemann hypothesis it satisfies $\mathscr{P}(6)$.

Proof. The ring $\mathscr{O}_{X}$ is a commutative domain, so it is Dedekind-finite, and the nontrivial idempotents in $R$ are all rank 1, hence isomorphic to $\left(\begin{array}{ll}1 & 0 \\ 0 & 0\end{array}\right)$. Thus, by Theorem 3.2, it suffices to find a bound of 8 (and 5 under GRH) on ordered termination lengths.

Let $(x, p) \in \mathscr{O}_{X}^{2}$ be any unimodular pair. If we know that $(p, x)$ has a standard division chain with odd (unordered) termination length, then this easily translates into an odd (nonstandard) division chain for $(x, p)$ with equal ordered termination length. Similarly, if $(x, p)$ has a standard division chain with even termination length, there is an even (nonstandard) division chain for $(x, p)$ with the same ordered termination length.

Thus, it suffices to find the appropriate bound on (unordered) termination lengths of standard division chains for all (ordered) unimodular pairs. Under GRH this follows from [2, Theorem 2.2]. Without GRH, we know from [20, Theorem 1.1] that every matrix in $\mathrm{SL}_{2}\left(\mathscr{O}_{X}\right)$ is a product of at most 9 elementary matrices. Thus, every unimodular row is of the form

$$
\left(\begin{array}{ll}
x & p
\end{array}\right)=\left(\begin{array}{ll}
1 & 0
\end{array}\right) U_{1} U_{2} \cdots U_{9}
$$

for some elementary matrices $U_{1}, U_{2}, \ldots, U_{9}$. Moreover, as noted in [7], the proof given for [20, Theorem 1.1] actually allows us to choose $U_{1}$ to be lower triangular, and so we have $\left(\begin{array}{ll}1 & 0\end{array}\right) U_{1}=\left(\begin{array}{ll}1 & 0\end{array}\right)$. Thus $\left(\begin{array}{ll}x & p\end{array}\right) U_{9}^{-1} U_{8}^{-1} \cdots U_{2}^{-1}=\left(\begin{array}{ll}1 & 0\end{array}\right)$. This corresponds to a division chain for $(x, p)$ that has termination length at most 8 .

Remark 3.4. Example 2.12 in [2] shows that there is a $\operatorname{ring} \mathscr{O}_{X}$ as in Corollary 3.3 that does not satisfy $\mathscr{P}(5)$.

Corollary 3.5. Let $S$ be a nontrivial localization of $\mathbb{Z}$. Then $R=\mathbb{M}_{2}(S)$ satisfies $\mathscr{P}(5)$, and it satisfies $\mathscr{P}(4)$ under GRH.

Proof. If $S$ is of the form $\mathbb{Z}[1 / q]$ for some prime $q>0$, then [24, Theorem 1.1 and Remark 1.1] tells us that every matrix in $\mathrm{SL}_{2}(S)$ is a product of (at most) five elementary matrices, with the first lower triangular. Thus, by the same argument used in the previous proof, every unimodular pair has a terminating division chain of length 4. If we assume GRH, then the result [2, Theorem 2.14] applies instead.

More generally, suppose that $S$ is any nontrivial localization. Then $S$ is a localization of $S^{\prime}=\mathbb{Z}[1 / q]$ for some prime $q>0$. Thus, any unimodular pair $(x, p) \in S^{2}$ can be written in the form $\left(x^{\prime} u^{-1}, p^{\prime} u^{-1}\right)$ for some unimodular pair $\left(x^{\prime}, p^{\prime}\right) \in S^{\prime 2}$ and some $u \in \mathrm{U}(S)$. Since there is a terminating division chain for $\left(x^{\prime}, p^{\prime}\right)$ in $S^{\prime}$, of the appropriate length (by the work in the previous paragraph), the same holds true for $\left(x^{\prime} u^{-1}, p^{\prime} u^{-1}\right)$ in $S$, using exactly the same quotients from $S^{\prime}$.

It is not difficult to find explicit rings $S$ such that $R=\mathbb{M}_{2}(S)$ satisfies $\mathscr{P}(n)$, but not $\mathscr{P}(n-1)$, for each of $n=4,5,6$. We have been unable to find a single example satisfying $\mathscr{P}(n)$, but not $\mathscr{P}(6)$, for any $n>6$. We expect GRH to hold true, and so by Corollary 3.3 we then cannot expect any such example to be a $2 \times 2$ matrix ring over a (special type of) localization of a ring of integers over a number field. However, we still expect examples of another kind to exist. Indeed, we raise the following:

Conjecture 3.6. For each integer $n>6$, there exists a ring $R$ satisfying $\mathscr{P}(n)$ but not $\mathscr{P}(n-1)$.

Any universal bound on the lengths of division chains, for unimodular pairs over a commutative ring $S$, gives a bound on the number of elementary matrices needed to generate
$\mathrm{SL}_{2}(S)$. By the proof of [2, Corollary 2.3], the latter bound is at most 4 greater, which was improved in [7, Theorem 3.6] to at most 2 greater.

In the proofs of the previous two corollaries, we used, to great effect, the extra condition that the first matrix in a product of elementary matrices could be chosen to be lower triangular. Via transposition, this extra condition roughly corresponds to uniform bounds on left division chains translating to right division chains, and vice versa. Surprisingly, there are some noncommutative situations where a universal bound on the lengths of right division chains implies the same bound on the lengths of left division chains. To prove this, we start with the following general lemma:

Lemma 3.7. Let $e, f \in \operatorname{idem}(R)$. If $e \sim_{\ell r \ell} g:=f+f e(1-f)$, then $e \sim_{\ell r \ell} f$ and $e \sim_{r \ell r} f$.
Proof. Assume that $e \sim_{\ell r \ell} g$. Since $g \sim_{r} f$, we have $e \approx f$. In particular, $e$ and $f$ are isomorphic. Fix reflexive inverses $a, b \in R$ with $a b=e$ and $b a=f$.

Write the Peirce decompositions of $a$ and $b$, with respect to $e$, as

$$
a=\left(\begin{array}{ll}
x & p \\
0 & 0
\end{array}\right), b=\left(\begin{array}{ll}
y & 0 \\
q & 0
\end{array}\right) .
$$

Note that $a b=e$ is equivalent to

$$
x y+p q=e .
$$

We find that

$$
g=f+f e(1-f)=b a+b a e(1-b a)=b(a+a e(1-b a))
$$

Set $a^{\prime}:=a+a e(1-b a)$. A quick matrix computation shows us that

$$
a^{\prime}=\left(\begin{array}{ll}
x & p \\
0 & 0
\end{array}\right)+\left(\begin{array}{ll}
x & p \\
0 & 0
\end{array}\right)\left(\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
e-y x & -y p \\
-q x & (1-e)-q p
\end{array}\right)=\left(\begin{array}{cc}
2 x-x y x & p q p \\
0 & 0
\end{array}\right),
$$

using the fact that $p-x y p=p q p$, which follows from $x y+p q=e$.
Since $b a b=b$, we see that

$$
a^{\prime} b=a b+a e(1-b a) b=a b=e .
$$

Also, since $a^{\prime}$ has a zero second row, we have $a^{\prime}=e a^{\prime}=a^{\prime} b a^{\prime}$. On the other hand $b a^{\prime} b=$ $b e=b$, and so we see that $a^{\prime}$ and $b$ are a pair of reflexive inverses.

By Theorem 3.1, applied to $a^{\prime}$ and $b$, there exists some $z \in(1-e) R e$ such that $e a^{\prime}(1+z) e \in$ $\mathrm{U}(e R e)$. Equivalently, $(2 x-x y x)+p q p z \in \mathrm{U}(e R e)$. In other words

$$
x+(e-x y) x+p q p z=x+p q x+p q p z=x+p q v \in \mathrm{U}(e R e)
$$

with $v=x+p z \in e R e$. Applying [15, (1.25)], there exists some $w \in e R e$ such that $y+w p q \in \mathrm{U}(e R e)$. Taking $z^{\prime}=w p$ we have that $e\left(1+z^{\prime}\right) b e \in \mathrm{U}(e R e)$, so applying (the left-right dual of) Theorem 3.1 we get $e \sim_{r \ell r} f$.

Similarly, since $q x+q p z \in(1-e) R e$ and

$$
e a(1+(q x+q p z)) e=x+p(q x+q p z) \in \mathrm{U}(e R e)
$$

then another application of Theorem 3.1 yields $e \sim_{\ell r \ell} f$.
This lemma has some important consequences.
Theorem 3.8. Let $R$ be a ring, let $e \in \operatorname{idem}(R)$, and let $X$ denote the $\approx$-equivalence class of $e$. If every element of $X$ is connected to e either by a left or a right 3 -chain, then every pair of elements in $X$ is connected by both a left and a right 3-chain.

Proof. Let $f \in X$ be arbitrary. Fixing $g:=f+f e(1-f)$, then since $g \sim_{r} f$, we have $g \in X$. By the 3-chaining hypothesis, we have either $e \sim_{r_{\ell r}} g$ or $e \sim_{\ell r \ell} g$. In the first case, since $g \sim_{r} f$, we can combine the chains to get $e \sim_{r \ell r} f$. In the second case, Lemma 3.7 immediately yields $e \sim_{r \ell r} f$.

Thus, in all cases, $e \sim_{r \ell r} f$. By symmetry considerations, we also have $e \sim_{\ell r \ell} f$. We have thus shown that $e$ is connected to every other element of $X$ by both a left and a right 3 -chain. Since $e$ is conjugate to every other element of $X$, and since conjugation is an isomorphism on $R$ that preserves $\approx$-equivalence classes, this chaining property holds for every other element of $X$.

Given $e, f \in \operatorname{idem}(R)$, recall that the summands $e R$ and $f R$ are perspective if they share a common complement. Equivalently, by [4, Lemma 6.3], $e$ and $f$ are connected by a right 3 -chain. Consequently, perspective summands must be isomorphic.

On the level of rings, we say that $R$ is perspective when any two isomorphic summands of $R_{R}$ are perspective. This is a left-right symmetric property by [5, Theorem 3.3]. In terms of association chains, by Proposition $2.1(3)$ a ring $R$ is perspective if and only if any pair of isomorphic idempotents are connected by both a left and a right 3-chain. Theorem 3.8 allows us to simplify this criterion, as follows.

Corollary 3.9. $A$ ring $R$ is perspective if and only if any two isomorphic idempotents are connected by either a left or a right 3-chain.

We were unable to answer the question of whether or not this result generalizes to longer chains, and so we ask to following:

Question 3.10. Let $R$ be a ring. If any two isomorphic (or merely $\approx$-related) idempotents of $R$ are either left or right 4-chained, must they be both left and right 4-chained?

If we replace 3 -chains by 2 -chains in Theorem 3.8, then the result remains true; this follows from [11, Theorem 3.10]. The proof given there is quite complicated, but using the methods above we can give an alternative, simpler argument.

Lemma 3.11. Let $e, f \in \operatorname{idem}(R)$. If $e \sim_{r \ell} g:=f+f(1-e)(1-f)$, then $e \sim_{\ell r} f$ and $e \sim_{r l} f$.

Proof. Assume $e \sim_{r \ell} g$. As in the proof of Lemma 3.7, fix reflexive inverses $a$ and $b$ with $e=a b$ and $f=b a$, and write their Peirce decompositions as before. Now, since

$$
g=f+f(1-e)(1-f)=b(a+a(1-e)(1-b a))
$$

we can set $a^{\prime}:=a+a(1-e)(1-b a)$, and a quick matrix computation shows us that

$$
a^{\prime}=\left(\begin{array}{cc}
x y x & 2 p-p q p \\
0 & 0
\end{array}\right)
$$

By calculations that are only slightly different than those done in Lemma 3.7, we get that $a^{\prime}$ and $b$ are reflexive inverses with $e=a^{\prime} b$ and $g=b a^{\prime}$.

By Theorem 3.1, applied to $a^{\prime}$ and $b$, then $e a^{\prime} e \in \mathrm{U}(e R e)$. Equivalently, $x y x \in \mathrm{U}(e R e)$. Thus, $x$ is both left and right invertible in $e R e$, so $e a e=x \in \mathrm{U}(e R e)$. By Theorem 3.1 (applied to $a$ and $b$ ), this says that $e \sim_{r \ell} f$. On the other hand, $y=x^{-1}(x y x) x^{-1} \in \mathrm{U}(e R e)$, or in other words ebe $\in \mathrm{U}(e R e)$. Applying Theorem 3.1 again, we get $e \sim_{\ell r} f$.

Theorem 3.12. Let $R$ be a ring, let $e \in \operatorname{idem}(R)$, and let $X$ denote the $\approx$-equivalence class of $e$. If every element of $X$ is connected to e either by a left or a right 2 -chain, then every idempotent that is isomorphic to $e$ is in $X$, and every pair of elements in $X$ is connected by both a left and a right 2-chain.

Proof. First, we claim that any element of $X$ is connected by both a left and right 2-chain to $e$. This follows, mutatis mutandis, from the proof of Theorem 3.8.

With this claim established, using the proof of [11, Theorem 3.10], specifically the implication $(3) \Rightarrow(1)$ restricted to Case 1 , we conclude that $e$ is central modulo the Jacobson radical of $R$. Let $f \in \operatorname{idem}(R)$ be any idempotent isomorphic to $e$. By the argument used to prove the implication $(1) \Rightarrow(2)$ in [11, Theorem 3.10], we know that $f$ is connected to $e$ by both a left and right 2 -chain. Thus, $X$ contains all idempotents isomorphic to $e$, and they are all left and right 2-chained to $e$.

The same facts hold for any other element of $X$, by conjugating as necessary.
Theorem 3.12 has a stronger conclusion than Theorem 3.8, as it includes idempotents isomorphic to $e$, not merely the association chained idempotents. However, Theorem 3.8 cannot be improved to have a similar conclusion; by [19, Theorem 1.1] there exists a ring where perspectivity is transitive (so the association chained idempotents are left and right 3 -chained by [4, Theorem 6.7]), but isomorphic (and even conjugate) idempotents are not always perspective.

If $R$ is the endomorphism ring of a module $M$, then by Proposition 2.1(2), the conclusion of Theorem 3.12 can be rephrased as saying that isomorphic summands of $M$ share all their complements. Such modules are called strongly perspective [6] and also 1/2-perspective [18]. In answer to a question posed in personal communication by T. Y. Lam, we find that Lemma 3.11 reveals the following interesting module-theoretic result, which also shows that the condition defining strongly perspective modules may be weakened.

Proposition 3.13. Let $M$ be a module, and let $A$ and $B$ be direct summands of $M$. If all of the complements of $A$ are also complements of $B$, then the reverse is true.

Proof. Let $R=\operatorname{End}(M)$, and fix direct sum decompositions $M=A \oplus X=B \oplus Y$. It suffices to show that $Y$ is a complement to $A$.

Idempotents are right associate exactly when their images are the same, and they are left associate exactly when their kernels are the same, by [22, Lemma 4.2]. We will use these facts freely, and repeatedly.

Let $f \in \operatorname{idem}(R)$ be the idempotent whose image is $A$ and whose kernel is $X$, and similarly define $e \in \operatorname{idem}(R)$ as the idempotent whose image is $B$ and whose kernel is $Y$. Construct the idempotent $g \in \operatorname{idem}(R)$ as in the proof of Lemma 3.11. In particular, $g \sim_{r} f$ and so $g(M)=f(M)=A$. Thus, setting $X^{\prime}=(1-g)(M)$, our hypothesis tells us that $X^{\prime}$ is a complement to $B$. Letting $h^{\prime}$ be the idempotent whose image is $B$ and whose kernel is $X^{\prime}$, we then have $e \sim_{r} h^{\prime} \sim_{\ell} g$. Thus, Lemma 3.11 yields $e \sim_{\ell r} f$; so we can fix an idempotent $h^{\prime \prime}$ such that $e \sim_{\ell} h^{\prime \prime} \sim_{r} f$. We then have $h^{\prime \prime}(M)=f(M)=A$ and $\left(1-h^{\prime \prime}\right)(M)=(1-e)(M)=Y$. This shows that $Y$ is a complement to $A$, as desired.

Readers who are interested in connecting the work in this section with continuant polynomials are directed to Section 2.7 in [1].

## 4. Elementary matrices

For this section, let $S$ be a ring, and let $k$ and $n$ be positive integers. All matrices will be understood as matrices with entries in $S$. Let $A$ be a $k \times(k+n)$ matrix. Write $A=\left(\begin{array}{ll}A^{\prime} & A^{\prime \prime}\end{array}\right)$ where $A^{\prime}$ is a $k \times(k+n-1)$ matrix and $A^{\prime \prime}$ is a $k \times 1$ single column matrix.

We say that $A$ is (right) unimodular if there exists some $(k+n) \times k$ matrix $B$ such that $A B=I_{k}$ (the $k \times k$ identity matrix). When $A$ is unimodular, we further say that the columns of $A$ are reducible if there exists some $1 \times(k+n-1)$ single row matrix $Z$ such that $A^{\prime}+A^{\prime \prime} Z$ is unimodular.

Recall, that a ring $S$ has $n$ in its stable range if every (right) unimodular matrix of size $1 \times(1+n)$ is reducible. By the left-right analog of [23, Theorem 3'] this is equivalent to saying that every unimodular matrix of size $k \times(k+n)$ is reducible (for each $k \geq 1$ ).

It is well known that if $S$ has $n$ in its stable range, and $m \gg n$, then $\mathrm{SL}_{m}(S)$ is generated by a bounded number of elementary matrices. For a good overview of this topic see [3]. In particular, the ring $\mathbb{Z}$ has stable range 2 , and $\mathrm{SL}_{m}(\mathbb{Z})$ has bounded generation for each $m \geq 3$. We approach a similar question, but rather than focus on bounded generation by elementary matrices, we focus instead on small bounds for association chains. We first need a couple of lemmas.

Lemma 4.1. Let $k, m, n$ be positive integers with $m \geq n+2 k-1$, and let $S$ be a ring with $n$ in its stable range. Let $E, F \in \operatorname{idem}\left(\mathbb{M}_{m}(S)\right)$, with $E=\left(\begin{array}{cc}I_{k} & 0 \\ 0 & 0\end{array}\right)$. If $E \cong F$, then $E$ is both left and right 4-chained to $F$.

Proof. By symmetry considerations (noting that the condition of having stable range $n$ is left-right symmetric by [23, Theorem 2]), it suffices to show $E \sim_{r \ell \ell \ell} F$. Fix a pair of reflexive inverses $A, B \in \mathbb{M}_{m}(S)$ with $A B=E$ and $B A=F$. We may write

$$
A=\left(\begin{array}{cc}
A^{\prime} & A^{\prime \prime} \\
0 & 0
\end{array}\right)
$$

where $A^{\prime}$ is $k \times k$ and $A^{\prime \prime}$ is $k \times(m-k)$. Further, since $A B=E$, we see that $\left(\begin{array}{ll}A^{\prime} & \left.A^{\prime \prime}\right)\end{array}\right.$ is unimodular. Applying the stable range condition $k$ times, there exists some $k \times(m-k)$ matrix $X$ such that $A^{\prime} X+A^{\prime \prime}$ is unimodular. Thus, we can fix some $(m-k) \times k$ matrix $Y$ such that $\left(A^{\prime} X+A^{\prime \prime}\right) Y=I_{k}-A^{\prime}$. In particular, $A^{\prime}+\left(A^{\prime} X+A^{\prime \prime}\right) Y \in \mathrm{U}\left(\mathbb{M}_{m}(S)\right)$. By Theorem 3.1, taking $z_{1}=\left(\begin{array}{cc}0 & 0 \\ Y & 0\end{array}\right)$ and $z_{2}=\left(\begin{array}{cc}0 & X \\ 0 & 0\end{array}\right)$, we have what we needed.

We now play with complement idempotents. We require an additional assumption that our ring is projective-free, meaning that it has the invariant basis property, or IBN for short (see [13, Section 1]) and that all finitely generated projective modules are free. This assumption will guarantee that the isomorphism type of an idempotent in a matrix ring is uniquely determined by its rank.

Lemma 4.2. Let $m, n$ be positive integers with $m \geq 2 n-2$ and $n \geq 2$, and let $S$ be a projective-free ring with $n$ in its stable range. If $E \in \mathbb{M}_{m}(S)$ is an idempotent of rank $2 n-2$ or larger, then it is both left and right 4-chained to any other idempotent of the same rank.

Proof. We will handle the case where the rank is exactly $2 n-2$, leaving it to the reader to check that the proof can be easily modified to work for any larger rank. The projective-free condition has, as part of its definition, the hypothesis that $S$ has IBN. Hence, it is easy to then see that the monoid of isomorphism classes of finitely generated projective modules is cancellative. So every idempotent of a given rank is conjugate to every other. Thus, it
suffices to take $E, F \in \operatorname{idem}\left(\mathbb{M}_{m}(S)\right)$ with $E=\left(\begin{array}{cc}I_{2 n-2} & 0 \\ 0 & 0\end{array}\right)$ and $E \cong F$. Fix a pair of reflexive inverses $A, B \in \mathbb{M}_{m}(S)$ with $A B=E$ and $B A=F$.

If $m \leq 3 n-3$, then the complement of a rank $2 n-2$ idempotent has rank $k=m-2 n+2$. We compute $n+2 k-1=2 m-3 n+3 \leq m$, so Lemma 4.1 says that the complements of $E$ and $F$ are both left and right 4 -chained. Hence, so are $E$ and $F$, by applying Lemma $6.2(3 \mathrm{~d})$ of [4] repeatedly.

Proceeding by way of induction, we may now suppose that $m>3 n-3$ and that the claim holds true for rank $2 n-2$ idempotents in $\mathbb{M}_{m-1}(S)$. Write

$$
A=\left(\begin{array}{ccc}
A_{1} & A_{2} & A_{3} \\
0 & 0 & 0
\end{array}\right)
$$

with $A_{1}$ of size $(2 n-2) \times(2 n-2)$, with $A_{2}$ of size $(2 n-2) \times(m-2 n+1)$, and $A_{3}$ of size $(2 n-2) \times 1$. Since $\left(\begin{array}{lll}A_{1} & A_{2} & A_{3}\end{array}\right)$ is unimodular, the stable range condition lets us fix a $1 \times$ $(2 n-2)$ matrix $Z_{1}$ and a $1 \times(m-2 n+1)$ matrix $Z_{2}$ such that $A^{\prime}=\left(A_{1}+A_{3} Z_{1} \quad A_{2}+A_{3} Z_{2}\right)$ is unimodular, say $A^{\prime} B^{\prime}=I_{2 n-2}$ for some $(m-1) \times(2 n-2)$ matrix $B^{\prime}$. Thus, after extending by 0 's, the matrices $A^{\prime}, B^{\prime}$ give inverse isomorphisms between idempotents of rank $2 n-2$ in $\mathbb{M}_{m-1}(S)$. Thus, by the inductive hypothesis, there exist matrices $X$ and $Y$ (of the appropriate sizes) so that $\left(A_{1}+A_{3} Z_{1}\right)+\left(\left(A_{1}+A_{3} Z_{1}\right) X+\left(A_{2}+A_{3} Z_{2}\right)\right) Y \in \mathrm{U}\left(\mathbb{M}_{2 n-2}(S)\right)$. This can be rewritten as

$$
A_{1}+\left(A_{1} X+A_{2}\right) Y+\left(A_{1} 0+A_{3}\right) Z \in \mathrm{U}\left(M_{m}(S)\right)
$$

with $Z=Z_{1}+Z_{1} X Y+Z_{2} Y$. Applying Theorem 3.1 with

$$
z_{1}=\left(\begin{array}{ll}
0 & 0 \\
Y & 0 \\
Z & 0
\end{array}\right) \text { and } z_{2}=\left(\begin{array}{ccc}
0_{(2 n-2) \times(2 n-2)} & X & 0 \\
0 & 0 & 0
\end{array}\right)
$$

(where the 0 matrices have the appropriate sizes to guarantee $z_{1}, z_{2} \in \mathbb{M}_{m}(S)$ ) yields a left 4-chain from $F$ to $E$. A right 4-chain exists, similarly, by symmetry considerations.

Theorem 4.3. Let $n \geq 2$ be an integer, and assume that $S$ is a projective-free ring with $n$ in its stable range. If $m \geq 4 n-5$, then $R=\mathbb{M}_{m}(S)$ satisfies $\mathscr{P}(4)$. If $S$ does not have 1 in its stable range, then $\mathscr{P}(3)$ fails (i.e., $R$ is not a perspective ring).
Proof. Let $E, F \in \operatorname{idem}(R)$ with $E \cong F$. If the rank of $E$ is at least $2 n-2$, then $E$ and $F$ are connected by left and right 4 -chains by Lemma 4.2. If the rank of $E$ is smaller than $2 n-2$, the complement idempotents $I_{m}-E$ and $I_{m}-F$ have the same rank, which is at least $m-(2 n-3) \geq 2 n-2$. Thus $I_{m}-E$ and $I_{m}-F$ are connected by left and right 4 chains by Lemma 4.2. This in turn implies that $E$ and $F$ are so connected, by applying Lemma 6.2(3d) of [4] repeatedly.

The statement about stable range 1 is a quick consequence of [12, Theorem 2.5] (or alternatively [19, Proposition 4.1]) and the fact that $\mathscr{P}(3)$ is equivalent to perspectivity.

Suppose $S$ is a projective-free ring with stable range $n=2$. This just leaves the $m=1$ and $m=2$ cases undecided. The $m=1$ case is trivial (there are only the trivial idempotents). When $S=\mathbb{Z}$, which is a ring of stable range 2 , we know that there is no finite bound on association chains in $\mathbb{M}_{2}(\mathbb{Z})$. Thus, in this case we have an interesting dichotomy, as described in the following corollary. For that result, recall that a ring element $a \in R$ is special clean when we can write $a=e+u$ for some idempotent $e \in \operatorname{idem}(R)$ and some unit
$u \in \mathrm{U}(R)$ with $a u^{-1} a=a$. Thus, this is a common strengthening of both the (unit-)regular and cleanness conditions. The theory of such elements is developed in [10] and [11].

Corollary 4.4. Given $m \in \mathbb{N}$, all regular elements in $\mathbb{M}_{m}(\mathbb{Z})$ are special clean if and only if $m \neq 2$.

Proof. When $m=2$, there are many unit-regular matrices that are not clean, as shown in [8]. The other direction follows from Theorem 4.3 and Proposition 2.1(4).

## 5. Acknowledgements

We heartily thank Luc Guyot, T. Y. Lam, and the anonymous referee for numerous comments and suggestions which have improved the paper. This work was partially supported by a grant from the Simons Foundation (\#963435 to Pace P. Nielsen).

## References

[1] P. M. Cohn, Free Ideal Rings and Localization in General Rings, New Mathematical Monographs, vol. 3, Cambridge University Press, Cambridge, 2006. MR 2246388
[2] George Cooke and Peter J. Weinberger, On the construction of division chains in algebraic number rings, with applications to $\mathrm{SL}_{2}$, Comm. Algebra 3 (1975), no. 6, 481-524. MR 387251
[3] R. K. Dennis and L. N. Vaserstein, On a question of M. Newman on the number of commutators, J. Algebra 118 (1988), no. 1, 150-161. MR 961333
[4] Alexander J. Diesl, Samuel J. Dittmer, and Pace P. Nielsen, Idempotent lifting and ring extensions, J. Algebra Appl. 15 (2016), no. 6, 1650112 (16 pages). MR 3479816
[5] Shelly Garg, Harpreet K. Grover, and Dinesh Khurana, Perspective rings, J. Algebra 415 (2014), 1-12. MR 3229504
[6] Yasser Ibrahim and Mohamed Yousif, Perspectivity, exchange and summand-dual-square-free modules, Comm. Algebra 50 (2022), no. 6, 2488-2506. MR 4413847
[7] Bruce W. Jordan and Yevgeny Zaytman, On the bounded generation of arithmetic $\mathrm{SL}_{2}$, Proc. Natl. Acad. Sci. USA 116 (2019), no. 38, 18880-18882. MR 4012548
[8] Dinesh Khurana and T. Y. Lam, Clean matrices and unit-regular matrices, J. Algebra 280 (2004), no. 2, 683-698. MR 2090058
[9] Dinesh Khurana and T. Y. Lam, Rings with internal cancellation, J. Algebra 284 (2005), no. 1, 203-235. MR 2115012
[10] Dinesh Khurana, T. Y. Lam, Pace P. Nielsen, and Janez Šter, Special clean elements in rings, J. Algebra Appl. 19 (2020), no. 11, 2050208 (27 pages). MR 4141677
[11] Dinesh Khurana and Pace P. Nielsen, Perspectivity and von Neumann regularity, Comm. Algebra 49 (2021), no. 12, 5483-5499. MR 4328552
[12] Dinesh Khurana and Pace P. Nielsen, Transitivity of perspectivity, Algebr. Represent. Theory 25 (2022), no. 1, 281-287. MR 4368587
[13] T. Y. Lam, Lectures on Modules and Rings, Graduate Texts in Mathematics, vol. 189, Springer-Verlag, New York, 1999. MR 1653294
[14] T. Y. Lam, A First Course in Noncommutative Rings, second ed., Graduate Texts in Mathematics, vol. 131, Springer-Verlag, New York, 2001. MR 1838439
[15] T. Y. Lam, Exercises in Classical Ring Theory, second ed., Problem Books in Mathematics, SpringerVerlag, New York, 2003. MR 2003255
[16] T. Y. Lam, A crash course on stable range, cancellation, substitution and exchange, J. Algebra Appl. 3 (2004), no. 3, 301-343. MR 2096452
[17] T. Y. Lam, Exercises in Modules and Rings, Problem Books in Mathematics, Springer-Verlag, New York, 2007. MR 2278849
[18] Xavier Mary, $N$-chained semigroups and n/2-perspective modules and rings, Comm. Algebra 50 (2022), no. 1, 163-181. MR 4370420
[19] Xavier Mary and Pace P. Nielsen, IC rings and transitivity of perspectivity, J. Algebra Appl. 21 (2021), no. 8, 2250151 (8 pages). MR 4469329
[20] Aleksander V. Morgan, Andrei S. Rapinchuk, and Balasubramanian Sury, Bounded generation of $\mathrm{SL}_{2}$ over rings of $S$-integers with infinitely many units, Algebra Number Theory 12 (2018), no. 8, 1949-1974. MR 3892969
[21] K. S. S. Nambooripad, Structure of regular semigroups. I, Mem. Amer. Math. Soc. 22 (1979), no. 224. MR 546362
[22] Pace P. Nielsen, The exchange property for modules and rings, ProQuest LLC, Ann Arbor, MI, 2006, Thesis (Ph.D.)-University of California, Berkeley. MR 2709146
[23] L. N. Vaserštĕ̆n, The stable range of rings and the dimension of topological spaces, Funkcional. Anal. i Priložen. 5 (1971), no. 2, 17-27. MR 0284476
[24] Maxim Vsemirnov, Short unitriangular factorizations of $\mathrm{SL}_{2}(\mathbb{Z}[1 / p])$, Q. J. Math. 65 (2014), no. 1, 279-290. MR 3179662

Department of Mathematics, Panjab University, Chandigarh-160014, India
Email address: dkhurana@pu.ac.in
Laboratoire Modal'X, Université Paris Nanterre, 92000 Nanterre, France
Email address: xavier.mary@parisnanterre.fr
Department of Mathematics, Brigham Young University, Provo, UT 84602, USA
Email address: pace@math.byu.edu


[^0]:    2020 Mathematics Subject Classification. Primary 16U40, Secondary 11A05, 13F07, 16U60, 16 U99.
    Key words and phrases. associate idempotents, bounded generation of $\mathrm{SL}_{2}$, stable range, terminating division chains.

